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Disclaimers
I am not Katie Antypas (NSF Office Director, Office of Advanced 
Cyberinfrastructure)

• I do not represent NSF’s views; did steal a few slides from her (with 
permission)

I am not Dan Stanione (TACC Director) 
• [though we are sometimes confused… mostly because of the hair]

• I did steal some slides from Dan (with permission)

The situation in the United States is...  “fluid” 
• What I say may be changing as I talk… 

Opinions expressed are my own and not those of the University 
of Illinois, NSF, or US Federal Government



Did I mention that things are fluid?

US Federal Government has:
• issued many Executive Orders and related missives
• induced federal agencies to cut grant funding and indirect 

cost rates aggressively
• cracked down on free speech at universities
• created lots of chaos

US academic institutions:
• being targeted by Federal Government
• have had funding cut or suspended

• many individual grants have been eliminated or have had their 
budgets cut

• largely do not know how to act in current circumstances



NSF Approach
NSF is not a mission agency 

• attempts to support very broad range of scholarly effort

NSF struggling with current environment (as are most 
agencies)

• budget uncertainties
• rapid emergence of AI everywhere
• rapid evolution of computing technologies; quantum computing 

in particular
• science applications struggling to adapt quickly enough

• thus ongoing need for more traditional resources



NSF Computing Effort

Various programs
• one major compute system

• Leadership Class Computing Facility (LCCF); 
under construction

• ACCESS program and associated compute 
resources

• emerging quantum computing investments
• bunch of other stuff

Balancing these is a challenge
• budget uncertainties
• policy makers are only thinking about AI and 

quantum
• vendors have largely the same focus in mostly 

segregated groups



NSF Program Areas in HPC+
LCCF

• NSF’s closest thing to a large-scale resource

• dwarfed by DoE resources

• [more in a moment]

ACCESS and associated resources
• successor to TeraGrid/XSEDE 

• provides access to a variety of capacity systems with a shared allocations process

• US$5-20M acquisition costs + operations 

• https://access-ci.org/ 

• year long allocations, large allocations reviewed twice per year

• currently 17 hardware Resource Providers

• CPUs, GPUs, and a mix of other things

Quantum is an effort from Mathematical and Physical Sciences directorate 
• National Quantum Virtual Laboratory awards

https://access-ci.org/
https://www.nsf.gov/awardsearch/advancedSearchResult?ProgEleCode=105Y00&BooleanElement=Any&BooleanRef=Any&ActiveAwards=true#results


Other NSF Programs
National Research Platform 
• distributed network of small (~8 node) GPU/CPU 

clusters with distributed data storage, across dozens of 
sites.

Cloud Testbed Program
• Cloudlab, Chameleon 

• computing research/cloud research platforms 

CloudBank 
• shared Portal for access to commercial providers, with 

NSF-allocated credits.

NCAR 
• computing for climate/weather research









What is ACCESS?

 
NSF program to 
● help researchers and educators utilize advanced computing systems and services
● support science applications that requires more than a desktop or laptop

○ many domains
○ most now incorporating AI in some way

ACCESS: Advanced Cyberinfrastructure Coordination Ecosystem: Services & Support
● US$52 million award for five years to five lead institutions and their sub-awardees to 

facilitate the ACCESS program
● does NOT include funding for hardware resources and direct support of them

https://access-ci.org/about/organization/
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ACCESS Resources

 
Resource list at: 
https://allocations.access-ci.org/resources  

Major resources:
● Expanse at SDSC
● Bridges2 at PSC
● Delta/DeltaAI at NCSA
● Stampede3 at TACC
● JetStream2 at IU/TACC
● Anvil at Purdue
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